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Abstract

If the collisional time scale for Coulomb collisions is comparable to
the characteristic time scales for a plasma, then simulation of Coulomb
collisions may be important for computation of kinetic plasma dy-
namics. This can be a computational bottleneck because of the large
number of simulated particles and collisions (or phase-space resolution
requirements in continuum algorithms), as well as the wide range of
collision rates over the velocity distribution function. This paper con-
siders Monte Carlo simulation of Coulomb collisions using the binary
collision models of Takizuka & Abe and Nanbu. It presents a hybrid
method for accelerating the computation of Coulomb collisions. The
hybrid method represents the velocity distribution function as a com-
bination of a thermal component (a Maxwellian distribution) and a
kinetic component (a set of discrete particles). Collisions between par-
ticles from the thermal component preserve the Maxwellian; collisions
between particles from the kinetic component are performed using the
method of or Nanbu. Collisions between the kinetic and thermal com-
ponents are performed by sampling a particle from the thermal com-
ponent and selecting a particle from the kinetic component. Particles
are also transferred between the two components according to ther-
malization and dethermalization probabilities, which are functions of
phase space.
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1 Introduction

In many plasma systems, the principal interactions between charged par-
ticles are Coulombic. For inter-particle distance d larger than the Debye

length λD, Coulomb interactions are mediated through electro-magnetic
fields governed by a Vlasov equation. On the other hand, if d < λD, these

interactions can be described as Coulomb collisions, governed by the Fokker-
Planck equation.

The Fokker-Planck equation has a time scale tFP , defined by the rate
of change of the particle velocity vector angle. If the characteristic time t0
of interest is large compared to tFP , then Coulomb interactions will drive

the velocity distribution f(v) to its equilibrium, given by a Maxwellian
distribution M , with density nM , velocity uM and temperature TM . Further

evolution of the system can be described by continuum equations for nM ,
uM and TM . At the other extreme if t0 << tFP , the plasma can be described

as collisionless. In the intermediate regime with t0 and tFP of comparable
size, then the kinetics of Coulomb collisions are significant for the evolution

of the velocity distribution function for the plasma.
This paper is concerned with Monte Carlo particle methods for simula-

tion of Coulomb collisions in a plasma using binary collisions. One of the
earliest and most influential Monte Carlo binary collision models was pro-
posed by T. Takizuka & H. Abe (TA) in 1977 [3] and modified by Nanbu

in 1997 [4]. In subsequent work, Bobylev and Nanbu [6] derived a general
time-explicit formulation for the approximation of the Fokker-Planck equa-

tion by a binary collision model. Wang et al. [9] performed a numerical
convergence study for the methods of TA and Nanbu.

The two methods proposed by TA [3] and Nanbu [4] have been widely
used in the plasma physics community. Simulation of Coulomb collisions

can be a computational bottleneck, however, since the collision times are
often very disparate from the characteristic times of interest. This difficulty

is compounded by the wide range of collision rates for many problems. For
example, consider a velocity distribution in the form of a bump-on-tail; i.e.,
a near-equilibrium distribution at low velocity with an isolated spike far out

on its tail (the “bump”). The rate of collisions between two particles of
velocity v1 and v2 is proportional to u−3 for u = |v1 − v2|. The average

rate of collisions between the particles in the central distribution f ≈ M is

of size T
−3/2
M in which TM is the temperature of the Maxwellian distribution

M . The bump may be concentrated at a velocity difference uB from the

center of M with uB >> T
1/2
M , so that its rate of interaction with M is
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of size u−3
B << T

−3/2
M . Direct simulation of the Coulomb collisions for a

bump-on-tail distribution is dominated by collisions between M and itself,
which preserve M but do not affect the evolution of f , and the important

interactions of the bump with M will be rare events. This shows that direct
simulation of this problem is highly inefficient.

The purpose of this paper is to present a hybrid method for accelerating
the simulation of Coulomb collisions. It represents the distribution function

as a combination of a thermal component m (a Maxwellian distribution) and
kinetic component k (numerically represented as a set of particles). Evo-

lution of the thermal component m is performed using continuum methods
based on conservation principles; while evolution of the kinetic component

k is performed by Monte Carlo simulation of binary collisions using the
method of TA or Nanbu. An interaction between m and k is performed by
sampling a particle from m and selecting a particle from k, then treating

the interaction as a particle collision. In addition, thermalization (particles
moved from k to m) and dethermalization (particles moved from m to k)

are performed with probabilities pT and pD respectively.
This hybrid method is motivated by a similar hybrid method for rarefied

gas dynamics (RGD) developed by Pareschi & Caflisch [5]. In the RGD
application, the division between Maxwellian and particle components is

performed solely in physical space x; e.g., the probabilities pT and pD are
functions only of x. For Coulomb collisions, however, the division between

the two components must be performed in phase space (x, v), and pT and
pD are functions of x and v.

The remainder of this paper is organized as follows: The Monte Carlo

binary collision methods of TA [3] and Nanbu [4], as well as the general
formulation of Bobylev and Nanbu [6], are presented in Section 2, and the

hybrid method is formulated in Section 3. Determination of pT and pD is
performed in Section 4 through a detailed balance requirement and the use

of Nanbu’s s parameter. Computational results are presented in Section 5,
following by conclusions in Section 6.

2 Monte Carlo Simulation of Coulomb Collisions

We first introduce the governing equation for the physical process, and de-
scribe the TA and Nanbu Monte Carlo binary collision models for a spatially

homogeneous plasma. We consider collisions between N particles consisting
of N/2 particles from each of two species α and β.
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2.1 Governing equation

Coulomb collisions in a plasma can be treated as the simulation of many con-

tinuous small-angle binary collisions [2]. The time evolution of the particle
distribution in a spatially homogeneous, non-equilibrium plasma is described

by the Fokker-Planck equation:

∂fα

∂t
= (

δfα

δt
)c (1)

in which fα is the distribution function of the α species and ( δf
δt )c is the

collision operator defined as (MKS units)

(
δfα

δt
)c = −

∑

β

∂

∂vj

e2
αe2

β logΛ

8πε20mα

∫

dv
′

[
δjk

u
− ujuk

u3
][

fα

mβ

∂f
′

β

∂v
′

k

−
f

′

β

mα

∂fα

∂vk
]. (2)

in which we use the notation u = vα − vβ , u = |u| and f
′

β = fβ(v
′

). The
equation for fβ is similar.

Bobylev and Nanbu [6] derived a general formulation for a binary colli-
sion model that approximates the solution of (1) over a time step ∆t. The
resulting equation (see [6] for further details and definitions) is

fα(v, t + ∆t) =
n
∑

β=1

παβ

∫

R3×S2

dvβdnDαβ(
g · n

g
, Aαβ

∆t

g3
)fα(v

′

α, t)fβ(v
′

β, t).

(3)
They also found a set of conditions on the kernel Dαβ which ensure that f

is an approximate solution of (1), with error of size O(∆t). As described in
the following, the TA and Nanbu collision models each correspond to Monte
Carlo simulation of the integral (3) for a specific choice of Dαβ.

2.2 The Collision Model of Takizuka and Abe

Although the TA model was not analyzed in [6], we show that the collision
model of TA corresponds to the following formula for D:

DTA(µ, τ) = (2π)−1(2πτ)−1/2e−ζ2/2τ (dζ/dµ) (4)

in which

τ =< ζ2 >= (
e2
αe2

βnL logΛ

8πε20m
2
αβu3

)∆t (5)
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and the scattering angle θ in the frame of the relative velocity is defined by

θ = 2 arctan ζ

µ = cos θ. (6)

Also eα and eβ are electric charges for the species α and β, nL is the smaller
density of the particle species α and β, Λ is the Coulomb logarithm, u =

|vα−vβ| is the relative speed, ∆t is the time step , and mαβ = mαmβ/(mα+
mβ) is the reduced mass. With the choice D = DTA, the convergence criteria

of Bobylev and Nanbu in [6] is satisfied, as shown in Appendix A.
A Monte Carlo algorithm for simulation of the integral (3) with the

kernel (4) over a single time interval ∆t consists of performing the following
steps N/2 times:

1. Randomly select two particles with velocity vα and vβ from the dis-
tributions fα and fβ . This is done by exclusive sampling, so that no

particle is selected more than once. This corresponds to the term fαfβ

in (3).

2. Sample a value of µ = cos(2 arctanζ), in which ζ is a Gaussian random
variable with mean 0 and variance τ =< ζ2 > and τ is defined by (5)

using u = |vα − vβ|. Define θ by θ = 2 arctanζ. This corresponds to

the factor (2πτ)−1/2e−ζ2/2τ (dζ/dµ) in DTA.

3. Choose the azimuthal angle φ randomly and uniformly from the inter-

val [0, 2π]. This corresponds to the remaining factor (2π)−1 in DTA.

4. The new velocities are v
′

α and v
′

β defined by

v
′

α = vα +
mαβ

mα
∆u

v
′

β = vβ − mαβ

mβ
∆u (7)

in which

∆ux = (ux/u⊥)uz sin θ cosφ − (uy/u⊥)u sinθ sinφ − ux(1− cos θ)

∆uy = (uy/u⊥)uz sin θ cosφ + (ux/u⊥)u sinθ sinφ − uy(1 − cos θ)

∆uz = −u⊥ sin θ cos φ − uz(1 − cos θ) (8)

u = vα − vβ.

u⊥ =
√

u2
x + u2

y.
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5. Replace the velocities vα and vβ by v
′
α and v

′
β. This corresponds to

the appearance of v
′
α and v

′
β as the arguments of fα and fβ in (3).

These are exactly the steps of the algorithm described in the work of TA [3].
Note that in this algorithm, as well as in the algorithm of Nanbu and the

general formulation of [6], every particle collides exactly once in each time
interval.

2.3 Nanbu’s Collision Model

As described in [6], the collision model of Nanbu corresponds to the following

formula for D:

DNanbu(µ, τ) =
A

4π sinh A
exp µA. (9)

Monte Carlo simulation using this kernel over a single time interval ∆t
consists of performing the following steps N/2 times:

1. Randomly select two particles with velocity vα and vβ from the dis-
tribution f . This is done by exclusive sampling, so that no particle is
selected more than once.

2. Calculate the quantities s and A solving

s = 2τ (10)

coth A − A−1 = e−s (11)

with τ defined by (5), using u = |vα − vβ| in the definition (5) of τ .

3. Sample a value of the random variable µ from the interval [−1, 1] with

probability density

f(µ) = 2πDNanbu = A(2 sinhA)−1eAµ (12)

and define θ by µ = cos (θ).

4. Choose the azimuthal angle φ randomly and uniformly from the inter-
val [0, 2π].

5. The new velocities are v
′

α and v
′

β are defined as in (7) and (8).

6. Replace the velocities vα and vβ by v
′
α and v

′
β.
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These are exactly the steps of the algorithm described in the work of Nanbu

[3], with some minor changes in notation, for consistency with the TA
method.

In the remainder of the paper, the collisions are assumed to be between
particles from a single species so that the subscripts α and β are dropped.

In addition, the distribution function will be assumed to be spatially homo-
geneous, so that particle position can be neglected.

3 The Hybrid Method

The hybrid method is based on representation of the velocity distribution
function f as a combination of a thermal component m and a kinetic com-

ponent k; i.e.,
f(v) = m(v) + k(v). (13)

The thermal component is a Maxwellian distribution

m(v) = nm(2πTm)−3/2 exp (−|v − um|2/2Tm). (14)

Because of the (expected) slow interaction of the thermal component m with
the kinetic component k, the average density, velocity and temperature nm,

um and Tm of m are not assumed to be those of the full distribution f . This
explains the difference between the notation m and M , since M is assumed

to density, velocity and temperature that are equal to those of f .
Denote nm and nk to be the effective number of particles in the thermal

and kinetic components, respectively, of f . At present these numbers will
be kept to be even integers. The kinetic component will be simulated using
a set of discrete particles; i.e.,

g(v) =
nk
∑

i=1

δ(v − vi). (15)

In each time interval, the simulation steps are the following:

1. Determine the number of collisions of each type; i.e.,

• nmm = n2
m/2(nk + nm) is the number of collisions between 2 m

particles.

• nkk = n2
k/2(nk + nm) is the number of collisions between 2 k

particles.
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• nmk = nmnk/(nk +nm) is the number of collisions between an m

particle and a k particle.

2. Perform the collisions.

• The m − m collisions do not change the distribution m, so they

do not need to be performed.

• For each k − k collision, select two particles v1 and v2 from k.
Perform a collision between them, as in the method of TA or

Nanbu, to get new velocities v
′
1 and v

′
2. In k, replace v1 and v2

by v
′
1 and v

′
2.

• For each m−k collisions, sample a particle vm from m and select

a particle vk from k. Perform a collision between them, as in the
method of TA or Nanbu, to get new velocities v

′
m and v

′
k. The

postcollision velocity v
′
k replaces vk in k.

3. Apply thermalization and dethermalization.

• For each post-collision particle v
′ (i.e., v′

1, v
′
2 or v

′
k from the pre-

vious step), thermalize v
′ with probability pT (v′). This is done

by removing v
′ from k (in the next step its number, momentum

and energy will be added to m).

• For each post-collision particle v
′
m, dethermalize v

′
m with proba-

bility pD(v′
m). This is done by adding v

′
m to k (in the next step

its number, momentum and energy will be subtracted from m).

4. Apply conservation.

• Adjust the number nk of particles in k, due to thermalization and

dethermalization.

• Adjust the number, momentum and energy of m, due to ther-
malization and dethermalization. This is most easily performed

by requiring that the total number, momentum and energy of
f = m + k be the same before and after the collisions.

A possible problem with this algorithm is that sampling velocities vm

from m may remove too much energy from m. This can be avoided by

conservative sampling. First sample all nmk velocities from m and then shift
and scale these so that the average momentum and energy of the sampled

particles is the same as the average momentum and energy of m.
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4 Choice of pD and pT

4.1 Detailed Balance Condition

Consider an equilibrium distribution M represented as

M = m + k = f (16)

in which m is the continuum component and k is the kinetic component.
Note that m is an equilibrium, but m is not necessarily equal to M . In
Appendix B, detailed balance is used to derive conditions on pD and pT ,

starting from the scattering integral of (3) with the inclusion of thermaliza-
tion/dethermalization. Although this is the theoretically correct approach,

it does not lead to explicit conditions on pD and pT .
In this section, we adopt a simpler approach by requiring that thermal-

ization/dethermalization applied to all of f = m+k does not change m and
k, if f = M is a Maxwellian. This is performed as follows: Apply thermal-

ization to k with probability pT and dethermalization to m with probability
pD. Also define a projection ΠM onto equilibria, i.e., ΠMf is the Maxwellian

with same (ρ, u, T ) as f . The resulting distribution is

f ′ = ΠM ((1− pD)m + pT k) + pDm + (1 − pT )k. (17)

Now assume that f = m+k = M and require that the form of f is conserved;
i.e.,

m = ΠM ((1− pD)m + pTk) (18)

k = pDm + (1− pT )k.

It follows that

k = (pD/pT )m (19)

M = (1 + pD/pT )m. (20)

Denote

γ = M/m. (21)

For simplicity assume that

uM = um = 0 (22)
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or more generally that uM = um. This is not generally true, but is a

reasonable assumption if f = M . Then look for

γ(v) = ce|v|
2/2τ (23)

in which

c = (nM/nm)(Tm/TM)3/2 (24)

τ−1 = T−1
m − T−1

M . (25)

Note that m < M for all v, so that

Tm < TM . (26)

Insertion of (25) into (19), shows that the detailed balance requirement for

pD and pT is
1 + pD/pT = ce|v|

2/2τ . (27)

4.2 Velocity-based choice of pD and pT

Look for pT , pD to satisfy

pT = 1 for |v| < v1 (28)

pD = 1 for |v| > v2.

in which v1 and v2 are constants with v1 < v2. Define

pD =
√

α(γ − 1) (29)

pT =
√

α/(γ − 1)

which automatically satisfies (27). For a given choice of v1, v2, set

c = 1

τ = (4 log2)−1(v2
1 + v2

2)

γ1 = γ(v1) = ev2

1
/2τ

γ2 = γ(v2) = ev2

2
/2τ

α1 = α(v1) = (γ1 − 1) (30)

α2 = α(v2) = (γ2 − 1)−1.
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The choice of τ was made so that

0 < α1 < 1, 0 < α2 < 1 (31)

i.e.
v2
1/2τ < log 2 < v2

2/2τ. (32)

Since pD(v1) = α1 and pT (v2) = α2, the construction below will ensure that

0 ≤ pD ≤ 1 and 0 ≤ pT ≤ 1.
Equations (28) and (29) determine α for |v| < v1 (i.e., for γ < γ1)

and |v| > v2 (i.e., for γ > γ2). Define α in the interval γ1 < γ < γ2 by
interpolation with respect to γ to get

α =











(γ − 1) for |v| < v1

α1 + (γ−γ1)
γ2−γ1

(α2 − α1) for v1 < |v| < v2

(γ − 1)−1 for v2 < |v|.
(33)

Figure 1 shows a typical graph of the probabilities pT and pD as functions

of v.
Note that the choice c = 1, along with (24) determines the mass of the

Maxwellian component of m to be

nm = nM (Tm/TM)3/2. (34)

In addition, the values of pT for |v| < v1 and pD for v2 < |v| could be set
to values p̄T and p̄D that are different than 1 and the formulas above could

be modified to accommodate this change.

4.3 s-Based Method

In order to correctly incorporate the time step ∆t into the hybrid method,

we base the thermalization/dethermalization probabilities pT and pD on
Nanbu’s parameter s rather than v. Choose values of s1 and s2 with

s1 > s2 > 0. For each value of ∆t, determine values of v1 and v2 so that
s(v1, ∆t) = s1 and s(v2, ∆t) = s2. Then use the method in Section 4.2 with

these values of v1 and v2.
The choice of pT and pD described above is somewhat arbitrary; opti-

mizing this choice subject to the condition (27) (or some improvement on
this condition, as in Appendix B) could lead to an improved hybrid method.
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Figure 1: Probabilities pT and pD for thermalization and dethermalization

as functions of v = |v|, in which v1 = 0.1774 and v2 = 0.2031.

5 Computational Results

5.1 Bump-on-Tail and Maxwellian Initial Data

As a test of the hybrid method, we performed a series of computations for
initial data that is a bump-on-tail. As discussed in Section 1, this prob-

lem involves two widely separated time scales for Coulomb interactions, so
that it is well suited for the hybrid method: a fast time scale for collisions
between particles within the central Maxwellian and a slower time scale for

those between particles from the central Maxwellian and the bump. We also
performed computation for initial data that is Maxwellian, in order to test

the consistency of the hybrid method.
The bump-on-tail initial distribution f0(v) is specified to be a combina-

tion of a Maxwellian M0(v) and a bump g0(v). The bump is specified to be
approximately a δ-function containing 10% of the mass of the distribution

and centered at v = (vb, 0, 0) with vb = a
√

Te/me. The Maxwellian M0 is
centered and scaled so that the average velocity is 0 and the temperature is

Te. The examples presented here are for two different choices of a: a = 4 in
problem BOT4 and a = 3 in problem BOT3.

The computation is performed in a dimensionless formulation in which

the electron mass is me = 1, and the electron density ne and temperature
Te were chosen to be ne = 0.1 and Te = 0.05065776. For a characteristic
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time for the collision process, we use

tc = u3
th

(

q2
e

ε0me/2

)−2 (
ne logΛe/2

4π

)−2

uth =
√

6Te/me (35)

which has value tc = 5.348275. Unless otherwise state, the number of parti-
cles is N = 128, 000.

Note that in all the simulation examples reported here, the plasma is
spatially homogeneous so that there are no electromagnetic fields and no

convection.

5.2 Consistency Tests

As a consistency test, we first performed computations for Maxwellian initial
data M(v), with density ne = 0.1, temperature Te = 0.05065776 and zero

average velocity, as stated above.
Figure 2 shows the result of simulation using the hybrid method with

this initial data for two different values of the hybrid parameters s1 and
s2. The hybrid method parameters are (s1, s2) = (2, 1) on the left and
(s1, s2) = (1, 0.5) on the right; the time step is ∆t = tc/100. The total

distribution f = m+k (upper curves) and the thermal component m (lower
curves) of the distribution are shown as a function of the x-velocity vx at

three times t = 0, t = 8.8tc, t = 18.5tc. The initial data consists of all
particles; i.e., k = M and m = 0 for t = 0. The total distribution f is the

same for all t, which is consistent with its Maxwellian initial data. Although
it starts at 0, by time t = 8.8tc (i.e. after an initial transient), the thermal

component m has reached a nonzero steady state which is the same as its
value at t = 18.5tc. This demonstrates the success of the detailed balance

condition (27). Also shown is the thermal component mtheoretical predicted
from the choice c = 1 for which the density is given by (24). Although the
theoretical prediction is correct for the hybrid simulation on the left, it is

incorrect for the simulation on the right. A better theory (better than that
of Section 4.1) could help to improve the formulation of the hybrid method.

Next we perform a comparison of the s-based and v-based hybrid meth-
ods on the bump-on-tail problem BOT4. Set (s1, s2) = (3, 2) and ∆t =

tc/10. The corresponding values of v1 and v2, satisfying s = 2τ from (10)
with τ = τ(v, ∆t) defined by (5), are (v1, v2) = (0.1774, 0.2031). The top

row of graphs in Figure 3 shows the results for the v-based method (upper
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Figure 2: Comparison of the hybrid method for Maxwellian (equilibrium)

initial data at three different times (t = 0, t = 8.8tc, t = 18.5tc). The plots
show the full distribution function f(vx) (upper curves) and the thermal

component m(vx) (lower curves), as well as the thermal component (circles)
predicted from the theory of Section 4.1. The hybrid method parameters

are (s1, s2) = (2, 1) (left) and (s1, s2) = (1, 0.5) (right).

left) and the s-based method (upper right) with these parameters. Each
graph shows a comparison of results from the hybrid (blue dashed line) and
Nanbu (red solid line) methods at time at time t = 1.3tc. These graphs are

identical (and show good agreement between the hybrid and Nanbu meth-
ods) since the values of (v1, v2) were chosen to be in agreement with the

values of (s1, s2).
Now keep the same values of (v1, v2) and (s1, s2), but change the time

step to ∆t = tc/1000. The results (on the lower graphs of Figure 3) show
that the accuracy of the v-based method (lower left) deteriorates as the time

step is decreased; whereas the accuracy of the s-based method (lower right)
improves. In addition, the thermal component (green dotted line) for the

s-based method decreases with smaller time step, so that the efficiency of
the s-based method decreases. This gain in accuracy but loss of efficiency
for the s-based method is acceptable dependence on ∆t; while the loss of

accuracy with decreased ∆t for the v-based method is not acceptable.
The reason for this dependence on time step is easily understood. For the

v-based method, the probability of thermalization is independent of the time
step ∆t, so that for small ∆t the thermalization is too strong. On the other

hand, for the s-based method, the thermalization per time step decreases as
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∆t decreases, and the function s(∆t) has the correct dependence on ∆t, as

well as on density and temperature.

5.3 Simulation for the Evolution of a Bump-on-Tail

Figures 4 and 5 show a comparison of the solutions computed by the hybrid

(blue dashed line) and Nanbu (red solid line) methods for bump-on-tail
problems BOT4 and BOT3, respectively, at various times between the initial

time and a final time T = 7.2tc. For the hybrid method the parameters are
(s1, s2) = (3, 2) and ∆t = tc/10. The thermal component of the hybrid

representation (13) (green dotted line) is also plotted. Both figures show
very agreement between the hybrid and Nanbu curves, providing a measure

of validation for the hybrid method.
For problem BOT4 in Figure 4 the parameters are ∆t = tc/10 and

(s1, s2) = (3, 2). The thermal component of the hybrid representation (13),

which contains about 1/3 of the particles.
For problem BOT3 in Figure 5 the parameters are ∆t = tc/100 and

(s1, s2) = (1, 0.5). In this problem, the thermal component of the hybrid
representation contains about 1/7 of the particles.

5.4 Variation of Parameters ∆t, s1 and s2

In order to understand the effect of the parameters ∆t, s1 and s2 on the
solution of the hybrid method, we performed computation for the bump-on-

tail problem BOT4 of Figure 4 with different parameter values. Figures 6
and 7 show the solution of BOT4 at t = 1.2tc and t = 3.6tc, respectively. In

each figure, the time step is ∆t = tc/10 for the graphs in the left column and
∆t = tc/100 for those in the right column. Also, the values of (s1, s2) are
(s1, s2) = (1, 0.5) for the graphs in top row, (s1, s2) = (2, 1) for the middle

row and (s1, s2) = (3, 2) for the bottom row.
In Figure 6 at an early time, the bump is still distinct but is shifted and

diffused from its original position and shape. In Figure 7 at a later time,
the bump is no longer a distinct peak but has been reduced to a shelf in the

distribution function. Comparison of the figures shows that for larger ∆t
or smaller s1 and s2 the bump is overthermalized, with the result that it is

shifted too far toward the center and becomes too wide. As ∆t is decreased
and s1 and s2 are increased, the accuracy of the computation dramatically

improves. On the other hand, the size of the thermal component, which
determines the efficiency of the hybrid method, is larger for larger values of
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Figure 3: Comparison of the v-based and s-based versions of the hybrid
method for different time steps ∆t. The plots show the velocity distribu-
tion function from the hybrid (blue dashed line) and Nanbu (red solid line)

method, as well as the thermal component for the hybrid method (green dot-
ted line), for problem BOT4 at time t = 1.3tc. The time step is ∆t = tc/10

for the top row and ∆t = tc/1000 for the bottom row. The left column
comes from the v-based method with (v1, v2) = (0.1774, 0.2031), while the

right column comes from the s-based method with (s1, s2) = (3, 2).
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Figure 4: Comparison of the hybrid (blue dashed line) and Nanbu (red solid
line) solutions at different times t = 0 (upper left), t = 1.2tc (upper right),

t = 3.6tc (lower left) and t = 7.2tc (lower right). The computations use
∆t = tc/10 and (s1, s2) = (3, 2) for the problem BOT4.
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Figure 5: Comparison of the hybrid (blue dashed line) and Nanbu (red solid
line) solutions at different times t = 0 (upper left), t = 0.6tc (upper right),

t = 1.2tc (lower left) and t = 2.6tc (lower right). The computations use
∆t = tc/100 and (s1, s2) = (1, 0.5) for the problem BOT3.
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∆t and smaller values of s1 and s2. This shows a trade-off between efficiency

and accuracy of the hybrid method.

5.5 Accuracy and Efficiency for the Hybrid Method

In order to measure the performance of the hybrid method, we first define
quantities γeff and γacc that measure the efficiency and accuracy of the
computations, as

γeff =
1

Tnf

∫ T

0
nmdt (36)

γacc =
1

Tnf

∫ ∫ T

0
|f − fH |dtdv. (37)

Efficiency of the method is meant to be the ratio between the computational

savings of the hybrid method and the computational cost of the standard
method. Since the computational effort is roughly proportional to the num-

ber of particles in the simulation, the efficiency measure γeff is the ratio of
nm and nf in which nm and nf are the number of particles in the Maxwellian

component m and the total number of particles in f . As a measure of ac-
curacy, γacc is the relative size of L1 norm (in v and t) of the error.

We performed a series of computations for parameters in the range 0.2 ≤
s2 ≤ 2 and 0.2 ≤ s1 − s2 ≤ 2, and for time step ∆t = tc/10 and final time
T = 74tc. The resulting values of γeff and γacc are presented in contour plots

in Figure 8, which shows them to be constant along (nearly) linear curves
in the (s1, s2) plane. A scatter plot of these values of γeff and γacc in the

graph on the left in Figure 9. This graph shows that these values collapse
onto a single curve, so that γacc is a single-valued function of γeff . This

shows that for any level of accuracy there is a resulting level of efficiency.
Further variation of the parameters (s1, s2) does not change performance of

the method. This conclusion holds only within the context of specific choice
of pD and pT . The relationship between accuracy and efficiency could be
changed by considering a wider class of functions pD and pT .

In the graph on the left in Figure 9, the values of accuracy γacc appear to
taper off to a finite nonzero value. The graph on the right in Figure 9 shows

that statistical fluctuations due to the finite value N of particles contribute
importantly to this residual error. There may be an additional significant

contribution to the total error due to finite ∆t effects. This graph shows a
plot of γacc versus γeff for three values of N : N = 32, 000, N = 128, 000

and N = 512, 000. The values of (s1, s2) are 4 < s2 < 6.2 and s1 = s2 + 2,

19



−1.5 −1 −0.5 0 0.5 1 1.5
0

0.5

1

1.5

2

2.5

Electron Distribution from  Hybrid and Nanbu Methods t=6.4179

v

d
e
n
s
it
y

 

 

f
Nanbu

f
TD

f
thermal

−1.5 −1 −0.5 0 0.5 1 1.5
0

0.5

1

1.5

2

2.5

Electron Distribution from  Hybrid and Nanbu Methods t=6.4179

v

d
e
n
s
it
y

 

 

f
Nanbu

f
TD

f
thermal

−1.5 −1 −0.5 0 0.5 1 1.5
0

0.5

1

1.5

2

2.5

Electron Distribution from  Hybrid and Nanbu Methods t=6.4179

v

d
e
n
s
it
y

 

 

f
Nanbu

f
TD

f
thermal

−1.5 −1 −0.5 0 0.5 1 1.5
0

0.5

1

1.5

2

2.5

Electron Distribution from  Hybrid and Nanbu Methods t=6.4179

v

d
e
n
s
it
y

 

 

f
Nanbu

f
TD

f
thermal

−1.5 −1 −0.5 0 0.5 1 1.5
0

0.5

1

1.5

2

2.5

Electron Distribution from  Hybrid and Nanbu Methods t=6.4179

v

d
e
n
s
it
y

 

 

f
Nanbu

f
TD

f
thermal

−1.5 −1 −0.5 0 0.5 1 1.5
0

0.5

1

1.5

2

2.5

Electron Distribution from  Hybrid and Nanbu Methods t=6.4179

v

d
e
n
s
it
y

 

 

f
Nanbu

f
TD

f
thermal

Figure 6: Comparison of the hybrid (blue dashed line) and Nanbu (red solid

line) solutions for different values of the parameters ∆t, s1 and s2. The
values of ∆t are tc/10 for the left column and tc/100 for the right column.

The values of (s1, s2) are (1, 0.5) for the top row, (2, 1) for the middle row
and (3, 2) for the bottom row. These simulations are for problem BOT4 of

Figure 4 at time t = 1.2tc.
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Figure 7: Same as Figure 6 but at later time t = 3.6tc.
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Figure 8: Error (left) and Efficiency (right) for the hybrid method applied

to the problem BOT4 of Figure 4, as functions of the parameters s1 and s2.

which are larger than those in Figure 8 and the graph on the left of Figure

9.
Comparison of the results for N = 32, 000, N = 128, 000 and N =

512, 000 in this graph shows the errors γacc are smaller for larger values

of N . More specifically, for larger values of N , the linear decrease of γacc

continues for smaller values of γeff , and the remaining residual value of γacc

is smaller.

6 Conclusions

The hybrid method developed above combines continuum and particle de-

scriptions for the evolution of a velocity distribution function through Coulomb
interactions. The method includes particle interactions, but since the exam-

ples here are spatially homogeneous, the continuum description is just an
equilibrium Maxwelllian distribution.

Because of the variation of the interaction rate as a function of particle
velocity, the division of f between particles and continuum must be per-

formed as a function of velocity. In the hybrid method of this paper, the
velocity dependence is effected through velocity dependence of the thermal-

ization and dethermalization probabilities pT (v) and pD(v).
The specific choice of pT (v) and pD(v) is ad hoc and formulated in terms

of two parameters s1 and s2 (or v1 and v2) as well as ∆t. The simulations
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Figure 9: Error vs. efficiency for the bump-on-tail problem of Figure 4. The

graph on the left is a scatter plot of the values of error and efficiency from
Figure 8. The graph at right shows a continuation of error and efficiency

for larger values of s1 and s2 and for values of N given by 32, 000 (stars),
128, 000 (circles) and 512, 000 (x’s).

show that for this method the efficiency is a single-valued function of the

accuracy of the method. Therefore the method provides a certain level of
efficiency (acceleration) for prescribed accuracy of the hybrid approximation.

Further development of the hybrid method could include development of
alternative formulations and optimization of pT (v) and pD(v), modification

of the method so that that the distribution is completely thermalized as
t → ∞ (i.e., m → M and k → 0), development of a mathematical foundation

for this method, and improved analysis of the detailed balance properties
of the method. Applications of the method will be carried out for spatially
inhomogeneous problems, especially those having the character of a bump-

on-tail.
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A Analysis of the Scattering Kernel D for the Tak-

izuka & Abe Method

The convergence criteria from Bobylev and Nanbu (equations (48a)-(48c) in

[6]) are that

D(µ, τ) ≥ 0 (38)

2π

∫ 1

−1
dµD(µ, τ) = 1 (39)

lim
τ→0

D(µ, τ) = (2π)−1δ(1 − µ) (40)

lim
τ→0

(2π/τ)

∫ 1

−1
dµD(µ, τ)[1− P`(µ)] = `(` + 1) (41)

in which P` is the Legendre polynomial for positive integers `.

As written in (4), the kernel for the TA method is

DTA(µ, τ) = (2π)−1(2πτ)−1/2e−ζ2/2τ (dζ/dµ). (42)
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The analysis of this kernel is similar to the analysis of the kernel for the

Nanbu method presented in [6]. Conditions (38)-(40) are easily verified.
To verify (41), use µ = cos θ and ζ = tan(θ/2) to calculate for small τ

(2π/τ)

∫ 1

−1
dµDTA(µ, τ)[1− P`(µ)] = τ−1

∫ ∞

0
(2πτ)−1/2e−ζ2/2τ [1 − P`(cos(2 arctanζ))]dζ

= τ−1
∫ ∞

0
(2π)−1/2e−ξ2/2[1− P`(cos(2 arctan

√
τξ))]dξ

≈ τ−1(2π)−1/2
∫ ∞

0
(2π)−1/2e−ξ2/2τξ2`(` + 1)dξ

≈ `(` + 1). (43)

These calculations use the expansion P`(cos(2 arctan
√

τξ)) ≈ 1−2τξ2P ′
`(1)

for small τ and P ′
`(1) = `(` + 1).

B Detailed Balance for Binary Collisions with Ther-

malization/Dethermalization

For collisions between particles of a single species, omit the subscripts α and

β in (3) to obtain

f(v) =

∫

R3×S2

dwdnD(
g · n

g
, Λ

∆t

g3
)f(v

′

, t)f(w
′

, t). (44)

Using the requirement [6] that
∫

S2 dnD = 1 equation (44) can be written as

the following equation for the change ∆f in time ∆t

∆f(v) =

∫

R3×S2

dwdnD(
g · n

g
, Λ

∆t

g3
)
{

f(v
′

, t)f(w
′

, t) − f(v, t)f(w, t)
}

(45)
which will be used in the formulation of detailed balance conditions.

The equation (44) can be rewritten to include thermalization and dether-
malization. Since it is an equation for f(v), the thermalization/dethermalization

is only applied to the terms f(v) and f(v′) inside the integral. Using the
representation f = m + k, the integral on the right side of (3) becomes

∫

R3×S2

dwdnD
{[

m(v
′

)m(w
′

) + (1 − pD)m(v
′

)k(w
′

) + pT k(v
′

)f(w
′

)
]

+
[

pDm(v
′

)k(w
′

) + (1 − pT )k(v
′

)f(w
′

)
]}

. (46)
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in which

D = D(
g · n

g
, Λ

∆t

g3
). (47)

Note that dethermalization is not applied to the term m(v
′
)m(w

′
). In the

integral (46) and in all of the formulas below pD and pT are evaluated at
v, since the thermalization/dethermalization is applied after the collision.

The terms in the first set of square brackets are the terms that contribute
to the thermal component; while those in the second set of square brackets

are the terms that contribute to the kinetic component. The contributions
to the thermal component are projected onto a Maxwellian, so that

m(v, t + ∆t) = ΠM

∫

R3×S2

dwdnD
[

m(v
′

)m(w
′

) + (1− pD)m(v
′

)k(w
′

)

+pT k(v
′

)f(w
′

)
]

(48)

k(v, t + ∆t) =

∫

R3×S2

dwdnD
[

pDm(v
′

)k(w
′

) + (1− pT )k(v
′

)f(w
′

)
]

.(49)

The projection in (48) is equivalent to the following equations for nm, um

and Tm

(nm, nmum, nmTm)(t + ∆t) =

∫

R3×R3×S2

dvdwdnD
(

1, v′, |v′ − um|2/2
)

(50)

[

m(v
′

)m(w
′

) + (1− pD)m(v
′

)k(w
′

) + pTk(v
′

)f(w
′

)
]

.

As in equation (45), these can be rewritten as equations for the change

in k and in nm, um and Tm; i.e.,

(∆nm, ∆(nmum), ∆(nmTm))

=

∫

R3×R3×S2

dvdwdnD
{(

1, v′, |v′ − um|2/2
) [

m(v
′

)m(w
′

) + (1 − pD)m(v
′

)k(w
′

)

+ pT k(v
′

)f(w
′

)
]

−
(

1, v, |v− um|2/2
)

m(v)f(w)
}

(51)

∆k(v) =

∫

R3×S2

dwdnD
{

pDm(v
′

)k(w
′

) + (1− pT )k(v
′

)f(w
′

) − k(v)f(w)
}

.(52)

The detailed balance condition says that in equilibrium (f = m+k = M),

each process and the reverse process exactly cancel. For equations (51) and
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(52), this says that

0 =
(

1, v′, |v′|2
) [

m(v
′

)m(w
′

) + (1− pD)m(v
′

)k(w
′

) + pTk(v
′

)f(w
′

)
]

−
(

1, v, |v|2
)

m(v)f(w) (53)

0 =
[

pDm(v
′

)k(w
′

) + (1 − pT )k(v
′

)f(w
′

)
]

− k(v)f(w) (54)

so that the thermalization and dethermalization conserve particle number,

momentum, and kinetic energy. Although these conditions are not used in
the hybrid method formulated above, they may be useful for improving the

current hybrid method.

27


